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Abstract This paper deals with the image-based
control of a satellite for remote sensing. Approach
is demonstrated by simulation where the position
of the satellite is obtained with the Simplified
General Perturbations Version 3 model and its
orientation by simulating its dynamic and kine-
matic models. For a known position and orien-
tation of the satellite the images are obtained
using the satellite’s onboard camera, simulated
by the Google Earth application. The orientation
of the satellite is governed by reaction wheels,
which produce the required moments to the satel-
lite. The image-based control law using SIFT
image features is applied to achieve an auto-
matic reference-point observation on the Earth’s
surface. Main contributions of the paper are the
following: use of the same sensor for Earth obser-
vation and attitude control, simplicity of the ap-
proach, no need for explicit calibration of camera
parameters and good tracking accuracy. Demon-
strated simulation results and performance analy-
sis confirm the approach applicability.
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G. Klančar · S. Blažič (B) · D. Matko · G. Mušič
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1 Introduction

In recent years, pico (less than 1 kg), nano (less
than 10 kg) and micro (less than 100 kg) low-
orbit satellites have become quite important in the
space market. These satellites are much cheaper
to build and to launch into Earth orbit, and
also the development times (1 to 2 years) are
much shorter compared to the highly capable,
big and complex satellites. Such affordable mis-
sions offer the opportunity for different organi-
zations to target specific applications and provide
emerging space nations with independent Earth-
observation facilities [14]. All these facts also
make it possible for smaller players such as uni-
versities to obtain space technology, meaning it is
no longer reserved only for big corporations. The
primary role of such small satellites is Earth obser-
vation, which is usually done with a visual camera.
Besides observation sensors, these small satellites
also need attitude-determination sensors (e.g.,
sun sensor, earth magnetic sensor, star trackers,
gyros, etc.), actuators for the satellites’ attitude
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correction (reaction wheels, small thrusters, mag-
netic coils, permanent magnets, etc.), a central
computer and telecommunications. To utilize a
broadband downlink and/or to observe the de-
sired area on the Earth’s surface, the satellite
needs to have attitude control to achieve its de-
sired orientation.

Earth-observation satellites need an attitude-
control system to steer the satellite to the desired
Earth-observation point. This can be easily solved
by an operator at the ground station, who observes
the camera image and controls the satellite’s
orientation (the human in the loop). However,
such approaches are impractical and imprecise
due to communication delays. Therefore, auto-
matic attitude control is normally used, where the
operator only controls the desired target area,
while the satellite tracks it autonomously. Usually,
Earth target tracking is solved using an extended
Kalman filter in an attitude-localization unit, such
as in [12] and [9], where estimates of the satellite
attitude are obtained using relative and absolute
sensor information. Such applications require nav-
igation sensors (Earth magnetic, gyros, sun sensor
and the like) and observation sensors (e.g., a cam-
era). In these approaches, information from the
camera is, therefore, not used in the satellite at-
titude control. However, there are some examples
of satellite camera usage for automation purposes,
such as satellite image registration or region-of-
interest detection. The use of satellite camera im-
age information for an automatic satellite image
registration process was reported by [16] and [4],
where feature pairs from sensed and reference
images are identified. The compression of high-
resolution JPEG satellite images using region-of-
interest detection and coding by Fuzzy C-Means
clustering is presented in [10].

On the other hand, a number of successful
approaches in UAV (Unmanned Aerial Vehicle)
localization and control were reported using cam-
era and natural landmarks information. In [2] an
improved version of the Scale Invariant Feature
Transform (SIFT) is used for the navigation and
safe landing of a helicopter. In [3] an analysis
of different feature-extraction algorithms for the
localization purposes of a quadrocopter are pro-
posed. Vision-only navigation and the control of a

small, autonomous helicopter using a Sigma-Point
Kalman Filter is proposed in [1].

The main novelty of the presented work is
image based attitude control approach for Earth
observation satellites. The same camera is used
for observation as well as for attitude control.
Satellite orientation error is estimated and cor-
rected by a proposed computer vision and visual
servoing algorithm. The proposed approach has
some important advantages as follows: simplic-
ity of the approach due to the use of the same
sensor for observation and attitude control, no
need for explicit calibration of camera parameters
and better tracking accuracy (compared to exter-
nal attitude sensors performances). Considering
the above mentioned advantages the proposed
idea is especially attractive for small-satellite mis-
sions. The satellite achieves the desired Earth-
observation spot using image-based control (vi-
sual servoing), which together with an onboard
camera forms an attitude control loop. The pro-
posed control uses only natural features (Scale In-
variant Feature Transform—SIFT, [7]) to obtain
the desired satellite attitude, which to the best of
our knowledge is the first such approach to satel-
lite attitude control. Visual servoing techniques
are classified in to two main types: image-based
control and position-based control. Image-based
control uses features that are extracted from the
image to directly provide control actions for actu-
ators, as opposed to position-based control where
the pose (attitude) of the object is firstly esti-
mated from the image and then issued to pose-
based control. In our case image-based control
is more convenient to achieve a constant Earth-
area observation because the control goal is not to
directly achieve the reference satellite orientation
given for all three Euler angles, but instead the
goal is to control satellite orientation so that the
desired Earth area is always in the image centre.
In this work the mathematical models for deter-
mining the satellite position and orientation are
implemented in the Matlab environment. They
are used to simulate satellite motion in Earth
orbit. From a known satellite position and orien-
tation the satellite camera is simulated using the
Google Earth application that provides camera
images. Finally, these images are used to close the
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control loop with the implemented image-based
control.

The paper is organized as follows: In Section 2
the mathematical models of the position of the
satellite, its orientation and camera focus point
are given. The orientation of the satellite is gov-
erned by the image-based control law described
in Section 3. The simulation results are presented
in Section 4 and the conclusions are drawn at
the end.

2 Mathematical Models

Mathematical models are needed to simulate a
satellite’s motion in Earth orbit (position and ro-
tation) and its onboard camera operation. These
models are a part of the simulation environment
developed in this work.

In the following the mathematical models of
the satellite’s position, its orientation and camera
focus point will be given. For the satellite position
the Simplified General Perturbations Version 3
(SGP3) [5] is used. The orientation of the satel-
lite is determined by its dynamic and kinematic
models, while the calculation of the camera’s focus
point is a geometric problem. All these models are
implemented in a Matlab-based satellite motion
simulator.

2.1 SGP3 Model

The Simplified General Perturbations Version 3
model is used to simulate the satellite’s position in
its orbit, which is defined by the Kepler elements
that describe the satellite’s position at the initial
time. The satellite’s position at some arbitrary
time can then be calculated as follows.

Given the Kepler elements of the orbit [13]

– i—inclination,
– �0—Right Ascension of Ascending Node

(RAAN) at epoch,
– ω0—argument of perigee at epoch,
– M0—mean anomaly at epoch,
– ε—eccentricity,
– n—mean motion

obtained from the NORAD two-line element set
[13], where the epoch (initial time) t0 and 1

2
dn
dt

are also given, the position of the satellite is then
calculated as follows:

1. Calculate the mean anomaly M at time t

M = M0 + n(t − t0) + 1

2

dn
dt

(t − t0)2 (1)

2. Calculate (by iterations) the eccentric anom-
aly E from the mean anomaly using the
Kepler equation

M = E − ε sin(E) (2)

3. Calculate the true anomaly ϕ

ϕ = arctan

[
sin(E)

√
1 − ε2

cos(E) − ε

]
(3)

4. Calculate the semi-major-axis a from the
mean motion

a = 3

√
μ

n2
μ = 3.986005 · 1014 (4)

5. Calculate the actual argument of perigee
ω and RAAN � due to the geopotential
coefficient J2 = 1.08263 10−3 [5]

ω = ω0 + dω

dt
(t − t0) (5)

� = �0 + d�

dt
(t − t0) (6)

where

dω

dt
= 3

4
n
(

aE

a

)2 5 cos2 i − 1

(1 − ε2)2
J2 (7)

d�

dt
= −3

2
n
(

aE

a

)2 cos i
(1 − ε2)2

J2 (8)

and aE = 6378 · 103 is the semi-major-axis of
the Earth ellipsoid.

6. Calculate the position of the satellite in the
Earth Centered Orbit (ECO) frame

PECO =

⎡
⎢⎢⎢⎢⎢⎣

a(1 − ε2) cos(ϕ)

1 + ε2 cos(ϕ)

a(1 − ε2) sin(ϕ)

1 + ε2 cos(ϕ)
0

⎤
⎥⎥⎥⎥⎥⎦ (9)
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7. Transform the ECO position into the position
of the satellite in the Earth Centered Inertial
(ECI) frame

PECI =
⎡
⎣ cos(−�) sin(−�) 0

− sin(−�) cos(−�) 0
0 0 1

⎤
⎦

×
⎡
⎣ 1 0 0

0 cos(−i) sin(−i)
0 − sin(−i) cos(−i)

⎤
⎦

×
⎡
⎣ cos(−ω) sin(−ω) 0

− sin(−ω) cos(−ω) 0
0 0 1

⎤
⎦ PECO (10)

2.2 Dynamic and Kinematic Models
of the Satellite

The dynamic and kinematic models of the satellite
are as follows [13]:

dω

dt
= J−1(M − ω × (Jω)) (11)

where J is the tensor of the satellite’s moments
of inertia, ω = [ωu ωv ωw]T is the vector of
the angular velocities of the satellite with respect
to the ECI frame (but expressed in the satellite
frame), M are the moments applied to the satellite
(expressed in the satellite frame) and × denotes
the vector product.

As for kinematical model, we have, due to the
simplicity of calculation, chosen the description
with the Direction Cosine Matrix (DCM) RBody

ECI

dRBody
ECI

dt
=

⎡
⎣ 0 ωw −ωv

−ωw 0 ωu

ωv −ωu 0

⎤
⎦ RBody

ECI (12)

2.3 Calculation of the Focus Point

The line of sight of the camera is oriented in the
z direction of the satellite co-ordinate system. The
focus point on the surface of the Earth in the ECI
co-ordinate system

FECI =
⎡
⎣ x f

y f

z f

⎤
⎦ (13)

is then calculated from the intersection of the
Earth’s surface (it is supposed that the Earth is a
sphere) and the line of sight

x2
f + y2

f + z2
f = R2

E

PECI − Dd = FECI (14)

where RE is the Earth-sphere radius, D is the unit
vector of the direction of the line of sight of the
camera and d is the distance from the satellite
position to the focus point. The system of four
equations (14) with four unknowns (x f , y f , z f , d)
is solved analytically using the symbolic toolbox
of Matlab. If the line of sight of the camera is in
the direction of the Earth the system has two real
solutions and the nearest to the satellite (smallest
d) is used. In each step the actual position of the
satellite (PECI) and the actual unit vector of the di-
rection of the line of sight of the camera (oriented
in the z direction of the Body co-ordinate system)
in the ECI co-ordinate system

D = RBody
ECI

−1

⎡
⎣ 0

0
1

⎤
⎦ (15)

are used to calculate FECI. The focus point on
the Earth in the Earth Centered Earth Fixed co-
ordinate system (ECEF) is then calculated using

FECEF =
⎡
⎣ cos(ωEt) sin(ωEt) 0

− sin(ωEt) cos(ωEt) 0
0 0 1

⎤
⎦ FECI (16)

where t is the Greenwich Siderial Time and ωE =
7.2921 · 10−5 is the rotational rate of the Earth.

3 Image-based Control of the Satellite

Control of the satellite’s orientation is performed
using image-based (IB) control, where the sim-
ulated camera images are obtained from the
Google Earth application. Successive images are
compared based on extracted SIFT (Scale Invari-
ant Feature Transform) features developed by [7].
The SIFT is convenient for image-feature genera-
tion in object-recognition applications [6] because
they are invariant with respect to image transla-
tion, scaling, rotation, and partially invariant to
illumination changes and affine or 3D projection.
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In the proposed approach, at each frame the
SIFT features are calculated and compared to the
SIFT features from the reference image. The ref-
erence image is selected to cover the desired small
area on the Earth that we want to continually
observe. By comparing features from the current
image with the features from the reference image
the required control actions (reaction wheels) are
determined to reorient the satellite to the refer-
ence focus point on the Earth’s surface.

3.1 Capturing Images from Google Earth

We used Google Earth as an Earth’s surface im-
age generator and to simulate the satellite cam-
era. The application has to be controlled from
Matlab to reproduce the satellite view of the
Earth’s surface for a calculated satellite position
and orientation. To achieve this Matlab connects
to the ActiveX server interface of Google Earth,
and then uses a part of the available properties
and methods. Among others, the interface to the
camera is available, which can be used to set the
focus point as well as the range, tilt and azimuth
of the camera. These properties are repeatedly
set to match the desired focus point and satellite
position during the simulation experiment. Once a
proper image is displayed within the Google Earth
render window, the image is captured by a call to
a Matlab mex function written in C. Finally the
acquired image is rotated to match the satellite
orientation.

3.2 SIFT Features Generation

The SIFT feature locations in the image are cal-
culated by comparing a sequence of the same, but
scaled, images as follows [6, 7]. The image is se-
quentially filtered with the Gaussian kernel. The
filtered images are subtracted from among each
other to obtain the sequence of difference-of-
Gaussian images. The smoothed images are then
down-sampled and a new sequence of difference-
of-Gaussian images is computed. This process is
repeated until the image is too small for a reli-
able feature detection. Within the difference-of-
Gaussian pyramid the maxima and minima for
each sample point are detected by comparing the
neighbours in the current image and the neigh-

bours in the scale above and below. This proce-
dure gives stable features according to the transla-
tion, scale, rotation and illumination conditions.

In this work the SIFT features were calculated
using the toolbox [8], where each feature is rep-
resented by a descriptor vector with 128 elements
and by a 4-element location vector. An example
of the found SIFT features for a typical Google
Earth image is given in Fig. 1. Each feature is
shown with the location vector defined by the row
and column image coordinates, the scale (vector
size) and the orientation.

3.3 Feature Matching

For each sample time (defined by the cam-
era frame rate) the current image features are
matched to the reference image features so that
each found pair of features represents the same
point on the Earth’s surface. The pairs are found
by searching the feature space (descriptor). For
each feature d in the current image a pair from
the reference image dr is found by searching for
a minimal distance between them. To reduce the
computational costs in Matlab this procedure is
done by calculating the dot product of the normal-
ized features (|d| = |dr| = 1) as follows d · dr =
cos β, where β is the angle between the feature

Fig. 1 SIFT features (arrows) found on the observed Earth
image (in the 320 × 280 pixels image 729 features are
found)
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vectors d and dr. For small angles β the distance
among the features can be approximated by

|d − dr| = D ≈ β = arccos (d · dr) (17)

To increase the robustness, only pairs fulfilling
the condition D

Dsec
< k are considered, where D

is the distance among the features in the found
pair, Dsec is the distance of the current feature
to the second-nearest feature from the reference
image and 0 < k < 1 (k = 0.6). This means that
the feature pairs are valid if no other feature is in
the vicinity.

3.4 Image-based Control Algorithm

The relative satellite orientation according to the
orbit frame [13] is usually described by three Euler
angles: roll φO, pitch θO and yaw ψO. If φO = θO =
ψO = 0 the Earth observation point is defined by
the intersection of Earth’s surface and the line
between the satellite and the centre of the Earth.

To observe the desired point on the Earth’s
surface, the orbit frame is replaced by the ref-
erence frame, whose z axis points to the desired
point on the Earth’s surface (see Fig. 2). Then the
satellite body’s orientation is described according
to the reference frame, which is described by the
three Euler angles: the roll φ, pitch θ and yaw
ψ . When these angles approach zero the satellite
body frame aligns with the reference frame and
the satellite z axis (camera) therefore points to
the desired point on the Earth. This is achieved
by setting φ and θ . The angle ψ must also be set
so that the observed image from the camera does
not rotate but maintains some reference image
rotation (the image contents do not rotate). The
desired point on the Earth’s surface and the ref-
erence frame orientation are therefore defined by
the reference image’s centre and the rotation.

To meet the desired satellite orientation (atti-
tude) the appropriate moments M (11) around the
satellite body frame axes are calculated, depend-
ing on the orientation errors. These orientation
errors are estimated from the found feature pairs
between the reference and the current image. The
error in the roll and pitch can be approximated
from the estimated image translation (
x, 
y),
while the yaw is related to the rotation (
ϕ) of
the current image relative to the reference image.

zECI

yECI
xECI

zRef

xRef

yRef

zBody

xBody

yBody

x

reference spot

Fig. 2 Illustration of ECI, reference and body coordinate
systems

The relation between the feature position in
the reference image and the current image is as
follows:

xr = 
x + xc cos 
ϕ − yc sin 
ϕ

yr = 
y + xc sin 
ϕ + yc cos 
ϕ (18)

where the indexes r and c denote the reference
and the current image, respectively.

If the appropriate attitude control is applied
to the satellite then the image observed from the
satellite camera nearly aligns with the reference
image. Of course, some orientation error 
ϕ is
to be expected, mostly due to image-sensor noise,
different camera perspectives, camera lens distor-
tions, and the like. Nevertheless, the orientation
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error 
ϕ is small, and therefore Eq. 18 can be
simplified to

xr = 
x + xc − yc
ϕ

yr = 
y + xc
ϕ + yc (19)

By defining the displacement dx = xr − xc and
dy = yr − yc the relation (19) in matrix form is
D = PT, where Di = [dxi, dyi]T , T = [
x, 
y,


ϕ]T and

Pi =
[

1 0 −yci
0 1 xci

]
, i = 1, · · · , N

where PT = [
PT

1 · · · PT
N

]
, DT = [

DT
1 · · · DT

N

]
and

N is the number of feature pairs found in the cur-
rent and the reference images. The best estimate
for the error vector T, considering all the feature
pairs, is estimated using least squares

T = (PTP)−1PTD (20)

The transfer-function relation between the in-
put moments M and the orientation (see Eq. 11)
is, by its nature, a double integral. Therefore, the
PD control structure is used as follows:

M =

⎡
⎢⎢⎢⎢⎢⎣

kPx
x + kDx
d
dt

(
x)

kP y
y + kD y
d
dt

(
y)

kPϕ
ϕ + kDϕ

d
dt

(
ϕ)

⎤
⎥⎥⎥⎥⎥⎦ (21)

where kPx, kP y, kPϕ , kDx, kD y and kDϕ are pos-
itive constants. Diagram of the proposed image-
based attitude control algorithm is given in Fig. 3.

By the proposed image-based approach the
calibration of intrinsic and extrinsic parameters

of a camera is simple because the calibration
is performed implicitly by tuning the controller
parameters (21) (kPx, kP y, kPϕ , kDx, kD y, kDϕ)
which result in the desired and stable operation.
These controller parameters depend on intrinsic
parameters (focal length of the camera and scale
factors relating pixels to distance) but the latter
are not required to be known and tuned explicitly.
The calibration of extrinsic parameters (rotation
and translation of the camera frame according to
the main body frame) is not required because we
control the view of the camera which is also used
as orientation sensor. In case of position-based
control implemented by some other orientation
sensor (e.g. star tracker) also intrinsic parame-
ters as well as extrinsic parameters (how satellite
frame is related to the camera frame) need to
be known. Therefore the proposed image-based
approach enables much simpler calibration of
the camera parameters compared to the position-
based control implemented by some other exter-
nal attitude sensor.

3.5 Classic Attitude Control

In this section the attitude control law using exact
satellite attitude information (which is hard to
obtain in practice) is developed for comparison
purposes.

The satellite attitude is compared to the ref-
erence satellite attitude, both attitudes are ex-
pressed by their Euler angles (roll, pitch and yaw)
according to the ECI frame. The reference satel-
lite frame is placed in the satellite centre with
the z axis oriented to the desired Earth spot area
(Ljubljana city, see Fig. 2), while the x and y axes

Fig. 3 Image-based
attitude control algorithm
diagram

comparison attitude error
estimation

attitude
control

feature
pairs

x

y

cameraSIFT feature
extraction

M

satellite
dynamics

reference
image

SIFT feature
extraction

satellite
rotation

current
features

reference
features
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are selected so that satellite camera image has the
same orientation as the initial reference image.

In general, the rotation is defined by the ro-
tation matrix (DCM) RT

I , which transforms the
orientation vector in the initial frame (vI) to its
representation in the target frame (vT) and is
defined by vT = RT

I vI . This rotation can also be
represented by the Euler angles φ, θ and ψ (roll,
pitch and yaw). First, the initial frame is rotated
around the x axis for φ, then the newly obtained
frame is rotated around its y axis for θ , and, finally,
the newly obtained frame is rotated around its z
axis for ψ . These Euler angles are obtained from
the rotation matrix RT

I as follows

φ = arctan2

(
RT

I (3, 2)

RT
I (3, 3)

)

θ = − arcsin
(
RT

I (3, 1)
)

ψ = arctan2

(
RT

I (2, 1)

RT
I (1, 1)

)
(22)

where arctan2 is the four-quadrant version of the
inverse tangent function and (i, j) are the indexes
in the rotation matrix RT

I .
In our case the rotation from the ECI to the

satellite Body frame is defined by the RBody
ECI ro-

tation matrix (see Eq. 12) and by the Euler an-
gles according to relation (22) φBody, θBody and
ψBody. Similarly, the rotation from the ECI to the
satellite reference frame is defined by the RRef

ECI
rotation matrix and by the angles φRef, θRef and
ψRef. To determine the orientation-error angles
between the satellite body frame orientation and
the reference frame the rotation from the body
to the reference frame is defined by the rotation

matrix RRef
Body = RRef

ECIR
Body
ECI

T
. The error angles eφ ,

eθ and eψ are then calculated from RRef
Body (see

Eq. 22).
The attitude control is then obtained like in

Eq. 21, as follows

M =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

kPφeφ + kDφ

d
dt

(eφ)

kPθeθ + kDθ

d
dt

(eθ )

kPψeψ + kDψ

d
dt

(eψ)

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(23)

where kPφ , kPθ , kPψ , kDφ , kDθ and kDψ are posi-
tive constants.

4 Simulation Results

The proposed image-based control is verified us-
ing the satellite simulator in the Matlab environ-
ment. The position, orientation and focus point
of the satellite are determined as presented in
Section 2. To obtain realistic images of the Earth
during the satellite camera motion the Google
Earth application is used to simulate the satellite’s
onboard camera. In the presented examples the
Kepler elements of the satellite orbit are taken
from the Lapan Tubsat [11] satellite, whose sun-
synchronous orbit is approximately 600 km above
the Earth’s surface and needs approximately 90
minutes for one orbital period. The orbital speed
of the satellite is approximately 7.5 km/s. The
satellite’s moment of inertia matrix J is set to be
the unit matrix.

The simulator was designed and selected for
the presented experiments because it is more con-
venient to design and test the control-law oper-
ation in a simulation environment. The current
position and orientation can be easily obtained
in a simulator and used to verify the operation
of the controller. However, in the case of a real
satellite the exact pose is hard to obtain, especially
in the case of smaller satellites, which have a less
precise attitude-determination system with fewer
onboard sensors because of space limitations.

In the experiment the satellite must constantly
observe the desired spot on the Earth’s surface.
This spot (Ljubljana city, in our case) is defined
by the initial reference image taken at time t0 =
25 s, where the initial time 0 is the time of the
Kepler elements definition. Prior to t0, the satellite
is moving in its orbit with zero angular velocities
and no attitude control, in such an orientation
that at t0 = 25 s the camera focuses on the desired
Earth observation spot. After t0 the reference spot
is defined and the attitude control is switched on
to enable a constant observation of that spot. The
camera and attitude-control sampling frequency
are fixed at 10 Hz and the camera resolution at
320 × 280 pixels. The ground sampling resolution
of the Google Earth image varies among different
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regions. The observed region in our case is cov-
ered by the resolution of 2.5 m/pixel. The obtained
images were down-sampled to 15 m/pixel which
is comparable to real camera systems in the LEO
(low earth orbit) satellites where the resolution is
typically 5–20 m/pixel [12].

In the following, the classic control is shown
first, where the exact orientation data from the
satellite motion simulator are used. Next the pro-
posed image-based control operation is presented
and evaluated.

4.1 Classic Control

The results of the simulation experiment using
ideal attitude information are shown in Fig. 4,
where the satellite body attitude is compared to
the reference satellite attitude, both with respect
to the ECI frame. In the experiment the satel-
lite attitude is controlled using Eq. 23, where
kPφ = kPθ = kPψ = 0.1 and kDφ = kDθ = kDψ =
0.05. Figure 5 shows the error in the Euler angles,
which approach zero after some initial transition
phase. This means that the satellite camera (z
axis) focuses on the required spot on the Earth’s
surface. The initial transition phase appears be-
cause the satellite has zero angular velocities for
all three axes at time t0 when the attitude con-
trol starts. After the transition phase, when the
satellite orientation errors approach zero, the ap-
propriate satellite angular velocities are obtained,

25 30 35 40 45 50
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0
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θ
ψ
φ Ref
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Fig. 5 The error angles during the classic attitude control

which enables constant tracking of the Earth ref-
erence spot. The moments applied to the satellite
during the control are shown in Fig. 6. At the
beginning of the experiment in Figs. 5 and 6 some
overshoot appears due to the initial transition
phase.

The reference Euler angles in Fig. 4 are approx-
imately linear functions, with only a small con-
tribution from the parabolic term and a negligi-
ble cubic-term contribution. The reference angles
from Fig. 4 can be approximated by polynomials
of the third order, as follows:

φRef(t) = 3.0 · 10−5t3 − 9.1 · 10−3t2 + 1.2t − 24.6

θRef(t) = −4.2 · 10−5t3 + 6.5 · 10−3t2 + 0.21t − 8.7

ψRef(t) =−3.6 · 10−5t3 + 10.2 · 10−3t2− 1.0t + 19.5
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Fig. 6 Moments and angular velocities applied to the satel-
lite during the classic attitude control
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which means that the proposed controller struc-
ture (23) is appropriate for following the refer-
ence without any tracking error or with only a
small, constant tracking error due to the small par-
abolic part. The integral part could also be added
to the control (23) to cancel the tracking error
if the reference angles have a higher parabolic
contribution.

4.2 Image-based Attitude Control

As already mentioned, our goal is to control the
satellite attitude using image sensor information
only. In this section the simulation results using
the proposed image-based attitude control (IB
control) are presented. The proposed IB control
(21) is used with kPx = kP y = 2.5 · 10−4, kPϕ =
1.4, kDx = kD y = 1.5 · 10−4 and kDϕ = 1.8 · 10−1.

The satellite path projection on the Earth’s sur-
face and the trajectory of the camera focus point
for an uncontrolled satellite are shown in Fig. 7.
Because no control is applied the satellite does not
correct its orientation, and therefore the camera
focus travels over the Earth’s surface. In Fig. 8 the
experiment with image-based control is shown. In
this experiment the camera is focused on a fixed
point on the Earth’s surface that corresponds to
the down-town of Ljubljana city. At the beginning

of the experiment some overshoot appears. After
this the camera focus point is quite stable. A
small amount of noise is observed in the zoomed
part of Fig. 8, which is due to the SIFT feature
calculation and a least-squares estimation of the
image translation and rotation.

The results of the image-based control are
shown in Fig. 9, where the tracking errors 
x,

y, 
ϕ are indicated. These errors are obtained
from comparisons of the current and the reference
images using least-squares estimation (20). Some
control-error oscillations are observed, which is
due to the SIFT features’ estimation and because
the current images are observed with a different
perspective, rotation and scale than the reference
image. The moments applied to the satellite dur-
ing control are shown in Fig. 10.

As already mentioned the SIFT features are
quite robust to translation, rotation and scale in
some reasonable area. However, if this area is ex-
ceeded (e.g., for rotations of ±15◦) the estimated
SIFT features are less reliable, which causes an
increase in the attitude control error. Addition-
ally, if the same scene as in the reference image is
observed at a different perspective, the estimated
image frame axes are not exactly the same as in
the reference image. One of the reasons for this
is perspective, which causes the reference axes

Fig. 7 Satellite motion
and camera focus point
without image-based
control
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Fig. 8 Satellite motion
and camera focus point
with image-based control

(x and y) to be no longer perpendicular. The other
reason could be the height of the reference Earth
spot, which is not considered. The reference spot
when observed from the side angle appears to be
at a different position than it really is. The control
tracking errors (Fig. 9) used in the IB control loop
quickly approach zero, which confirms the cor-
rect and stable operation of the proposed control
system.
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A practical solution that increases the proposed
IB control system’s robustness to the SIFT fea-
tures’s estimation, perspective and some other un-
modelled effects is the use of a moving reference.
In the next experiment, in Figs. 11 and 12, the
reference image is changed to the current image
every Tref = 4 s. The moments applied to the
satellite during the control are shown in Fig. 11.
Compared to the previous experiment (Figs. 9 and
10) the changes of rotation, scale, perspective and
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Fig. 10 Moments applied to the satellite during IB attitude
control
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between the moving reference image and the current image

other influences have less effect on the attitude
control error, while the quality of the tracking
for the image centre and rotation do not change
significantly. Also, the oscillations of the signals
in steady state (Figs. 11 and 12) are lower and the
time of the experiment can be much longer. In the
previous experiment the satellite can focus on the
reference spot until t = 155 s, after which the con-
trol fails because not enough reliable feature pairs
can be found. In the case of the moving reference
the control can reliably operate until the camera
image has some useful content or until the camera
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Fig. 12 Moments applied to the satellite during IB attitude
control with moving reference

view to the reference spot becomes blocked by the
Earth surface. The tracking errors are similar as
in the fixed reference approach but the noise level
is decreased and the robustness, operational time
and approach applicability are increased. Because
of many features pairs found (cca. 400 pairs) in
the image the control tracking error is averaged
and is sub pixel. According to Fig. 11 the control
tracking error is 0.2 pixels which correspond to
3 · 10−4 degrees or 3.1 m on the Earth surface. This
means that obtained orientation of the camera
view is quite stable with the image jitter less than
0.2 pixels.

To verify the operation of the proposed IB
moving-reference control approach the compar-
ison between the obtained satellite images and
the ideal images is shown in Fig. 13. Ideal images
would be obtained if the satellite focuses perfectly
on the desired Earth spot. The desired Eart spot
is defined by the centre of the first image taken at
time t0 = 25 s. Note that the goal of IB control is
to force the translational and rotational errors ob-
tained from Eq. 20 to zero. These average errors
result from all the feature pairs found on the ref-
erence image and the current image. This is why it
is not possible to define the error in the rotation
for the whole image. Due to the change in the
perspective different angles from the reference
image are distorted in a very different way for
the consequent images. In the IB control the rota-
tion depends heavily on the direction containing
more features. Nevertheless, the image content
obtained from the camera is still very close to the
ideal images, as seen in Fig. 13.

The satellite tracking errors εx and εy (accord-
ing to the first image at t = t0) at t = 50 s are
approximately 2.5 pixels, which corresponds to a
37.5-m translation error that is hardly noticeable
on the camera image (see Fig. 13). These conclu-
sions can also be confirmed from Table 1, where
the tracking errors εx, εy and their standard devi-
ations (σ ) for a fixed image reference (subscript
f ) and for a moving image reference (subscript
m) are shown. Note that the rotation error is not
shown due to the fact that it cannot be defined
uniquely, as explained before. The tracking errors
in Table 1 are evaluated according to the first
image centre at t = t0. As already explained the
image distortions due to perspective and error
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Fig. 13 Sequence of images during satellite motion. In
the first row the images obtained with IB control and the
moving reference are shown; they are taken at: 25 s, 50 s, 75
s and 100 s. In the second row the ideal images that would

be obtained if the satellite perfectly tracks the desired
Earth observation spot are shown; they are taken at: 25 s,
50 s, 75 s and 100 s

due to the lower SIFT feature reliability at higher
rotation angles are not considered by transfor-
mation model (19). Therefore the center of the
current image has some additional error according
to the reference image center. The influence of
these errors to the tracking accuracy of the current
image center is analyzed in Table 1. At longer ob-
servation times the reference spot is observed by a
higher tilt angle and the image becomes distorted
because of a change in perspective. At times t >

300 s the reference spot cannot be seen because
the satellite view becomes blocked by the Earth
(the hills around Ljubljana cover the city center).
Nevertheless the estimated tracking error of the
camera image center is approximately 2.5 pixels

(for t < 150 s and moving reference approach)
which corresponds to 37.5 m translation error.
Note that this additional error does not make the
proposed IB control unstable, because it is not
included in the control tracking error (Fig. 11).

The approach with a moving reference can
follow the desired Earth spot for a longer time
(until t = 300 s, see Table 1). The number of
found feature pairs (F P) between the reference
image and the current image for the moving-
reference approach is higher and more constant,
which also explains the lower attitude-control er-
ror oscillations. A movie clip of the experiment
can be seen at http://msc.fe.uni-lj.si/PublicWWW/
Klancar/IBCmovie.html.

Table 1 IB control
tracking performance
comparison for the fixed
( f ) and moving (m)
references

30 s 50 s 100 s 150 s 200 s 250 s 300 s

εx f [pixel] 2 3 −7 −38 – – –
εy f [pixel] −2 2 −3 −27 – – –
σx f [pixel] 0.06 0.35 1.18 17.54 – – –
σy f [pixel] 0.11 0.52 1.35 8.68 – – –
F P f 500 350 160 16 – – –
εxm [pixel] 2 2 2 −9 −19 −26 −25
εym [pixel] 0 4 −1 −8 −16 −20 −39
σx f [pixel] 0.04 0.34 0.04 0.39 0.11 0.13 12.90
σy f [pixel] 0.04 0.38 0.06 0.19 0.04 0.41 31.79
F Pm 460 640 470 345 364 204 26

http://msc.fe.uni-lj.si/PublicWWW/Klancar/IBCmovie.html
http://msc.fe.uni-lj.si/PublicWWW/Klancar/IBCmovie.html
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Table 2 Performance
evaluation of attitude
control using external
sensor (sun or star tracker
sensor) and the proposed
image-based (IB) strategy

Sensor Sensor accuracy Control tracking Control tracking
[◦] error [pixel] error [m]

Sun sensor 0.1 90 1,440
Star tracker 0.001 1 16
IBC—feature tracking – 0.2 3.3
IBC—image center tracking – 2.5 40

4.3 Performance Evaluation of the IB Control
Strategy

Here the performance of the proposed image-
based attitude control and position-based attitude
control with external sensor is analyzed. The ob-
tained tracking results are compared to the ex-
pected accuracy of sun sensors and star tracker
sensors that are usually used for attitude determi-
nation [12, 15]. The true orientation of the satel-
lite (obtained from the simulator) was corrupted
by the normal noise with standard deviation set
according to the sun sensor expected accuracy
(0.1◦). To compare control tracking results the
same feedback and PD controller gains are used as
in the case of the proposed image-based control.
The simulated sun sensor measurements there-
fore need to be scaled from radians to the pixels.
This procedure enables us to figure out how the
external sensor noise propagates to the tracking
error in picture coordinates. The results of the at-
titude control performance analysis for sun sensor
and star tracker external sensors are compared to
the proposed image-based attitude control. The
results are summarized in Table 2. The attitude
control using sun sensor (usually combined with
magnetometer) results in 90 pixels tracking error
which corresponds to 1,340 m ground tracking er-
ror. Attitude control using star tracker sensor re-
sults in 1 pixel tracking error which corresponds to
15 m ground tracking error. As already evaluated
the proposed image-based attitude control has 0.2
pixels tracking error noise which corresponds to
3.1 m ground tracking error noise. All these errors
correspond to a 95% confidence interval. The
estimated error of tracking the reference image
center includes also the systematic error due to
perspective and is 2.5 pixels or 37.5 m on the
ground.

According to the analysis in Table 2 the ex-
pected accuracy (where both tracking and sys-

tematic errors are considered) of the image-based
attitude control for tracking the reference image
center is approximately 36 times higher and 2.5
times lower than the accuracy of sun sensor and
star tracker, respectively. The proposed approach
is therefore close to the star tracker sensor perfor-
mance which is expensive, big and heavy (1 kg or
more) and is therefore less appropriate for small
LEO observation satellites.

5 Conclusion

The paper presents an approach to image-based
control for a remote sensing satellite where the
task is to control the satellite orientation so that
the camera focuses on a reference point on the
Earth’s surface. A simulated environment was
built with the complete modelling of the satellite
kinematics and dynamics in order to simulate the
satellite motion in the orbit. The camera image
is simulated using the Google Earth application
and SIFT features are used to implement image-
based control. The SIFT features are appropri-
ate for such a task because they are invariant to
image translation, scaling, rotation, and partially
invariant to illumination changes and an affine
or 3D projection. They are, however, computa-
tionally demanding, which consequentially low-
ers the response time of the real-time control. A
lower image resolution must be used; however,
this increases the tracking error of the control.
To improve the robustness of the proposed con-
trol to measurement noise, perspective, and other
unmodelled effects, the concept of a moving ref-
erence is implemented. The obtained tracking
performance is similar to the case with the
fixed reference, while the performance regarding
noise, robustness and operational time is greatly
improved. The presented image-based control
showed good performance in simulations with
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realistic assumptions, so it could also be applica-
ble to real satellite platforms. The results of the
performance analysis show that the proposed ap-
proach accuracy is close to the performance of
the star tracker sensor and much better than the
expected accuracy of the sun sensor.
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